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ADVANGED REAL-TIME SYSTEM

FEATURES

* Real-time operating system config-
urable to meet the needs of a wide
variety of applications

* AOS system call compatible

Multiprogramming—supports up to
32 real-time processes each with up
to 64k bytes of directly addressable
memory

Multitasking—processes may be
divided into 32 tasks which com-
pete with other tasks and other
processes for CPU time

* Memory-only operation

¢ Maximum scheduling latency time
. guaranteed
“— ¢ Maximum interrupt response time
guaranteed

Flexible processftask scheduler—
one of three scheduling algorithms
can be selected at system genera-
tion time to best fit the needs of
the application

Extremely modular system—operat-
ing system size is minimized by
detailed system generation
procedure

Shared program areas—a process
may share pages of program code
or data with other processes

Overlays and shared routines—
allows the effective address space
for a process to be extended beyond
64k bytes

* Memory resident files, as well as
disk resident files—allows memory-
only user to use features normally
associated only with disk systems

Buffered and nonbuffered file 11O
Device independent 110

Interprocess communication facil-
ity—allows processes to efficiently
synchronize program execution

TMDG/L is a trademark of Data General
Corporation.

High-order languages supported—
programs written in FORTRAN, PLJI,
CMS-2M, and the DG/L™ system pro-
gramming language are supported

* Flexible user device support—user
device drivers may reside in the
operating system address space or
user address space

e Command Language for ARTS
(CLA)—user level program that
allows the user to control and in-
spect system environment from
console terminal

» System Utility Programs—includes
an interactive System Generation
Program (ARTSGEN), Memory Loader,
User Debugger, and System
Debugger

DESCRIPTION

ARTS (Advanced Real-Time System) is a
real-time operating system for ROLM®
Mil-Spec ECLIPSE® processors. It con-
tains the appropriate advanced features
of AQS, incorporating them into a com-
pact, modular, and configurable system.
ARTS is capable of supporting a wide
range of system hardware configura-
tions—from small to large memory
capacity and with or without disk
storage. It is designed to handle environ-
ments encountered in modern military
systems without compromising perfor-
mance. ARTS is compact, powerful, and
a first for real-time processing.

Multiple processes with multiple tasks are
managed by ARTS with a full complement
of real-time capabilities.

ARTS is a subset of the Data General Ad-
vanced Operating System (AOS), which
provides operating system compatibility
for the development of application soft-
ware under AOS.

®ROLM is the registered trademark of
ROLM Corporation.

AOS COMPATIBILITY

Data General's Advanced Operating Sys-
tem provides the development tools nec-
essary to efficiently develop real-time
ARTS application software. An AOS soft-
ware development facility provides the dy-
namic environment required for source file
editing, for assembly or compilation, and
for binding of object files into a program file
for execution.

ARTS is a compatible subset of AOS, with
an emphasis on real-time response. It sup-
ports all of the basic features of AOS, ex-
cept those which are unnecessary in a
real-time system. This compatibility be-
comes very important during application
development since checkout can be done
in either the AOS or ARTS operating
environment.

APPLICATIONS

ARTS can be used in a wide variety of ap-
plications using various memory and pe-
ripheral device combinations. The ARTS
application environment is characterized
by a relatively small number of processes
(110 32) that assume a known environ-
ment. The system can be tailored pre-
cisely to an application’s requirements
ranging from a small memary only configu-
ration to a 2-megabyte system with
multiple disk units.

The ARTS system generation program
minimizes memory space required for the
operating system. The sophistication of
this process allows the user to specify sys-
tem generation parameters ranging from
physical memory size to the particular
scheduling algorithm to be used. The user
selects what system routines are required,
what devices are to be supported, and
what buffer spaces are to be allocated.

®ECLIPSE is a registered trademark of
Data General Corporation.



Simple memory-only configurations with a
single process and a few tasks requiring
32k bytes of user space may need only
64k bytes of memory. A very large system
with eight processes, using multitasking.
supporting a disk and a variety of peripher-
als may require a memory capacity of

320k bytes. Of major importance is the
configurability of ARTS to meet the precise
needs of the application.

MULTIPROGRAMMING

Although the Mil-Spec ECLIPSE proces-
sor can execute only one instruction ata
time, under ARTS many of the features
and advantages of multiple processors
can be obtained. This is accomplished by
sharing the MSE's CPU and peripherals
among several independent programs to
best utilize the system resources. ARTS
has two programming entities that can be
used fo achieve the illusion of parallel
processing: tasks and processes.

Up to 32 processes can execute in appar-
entindependence of each other under
ARTS control. Each process can have up
to 64k bytes of its own directly addressable
memory, some of which can be shared

by other processes. The memory is subdi-
vided into pages of 2048 bytes each (i.e.,
32 pages for any one process). The mem-
ory pages are allocated as unshared
memory which is unique to a particular
process, and shared memory which can
be used by more than one process accord-
ing to its needs.

Each process is assigned a priority which
determines when the process will receive
CPU time. ARTS maintains independent
control of concurrently executing pro-
cesses and protects the processes from
one another's activities.

ARTS provides a full set of features to sup-
port the efficient operation of multiprocess
applications. These include a memory res-
ident file structure, mapped overlays, a
cache-like collection of shared pages
maintained on a least recently used basis,
and interprocess communication.

MULTITASKING

ARTS supports multiple tasks within each
process. Some of the advantages of multi-
tasking are that tasks can share the same
physical address space, tasks can syn-
chronize and communicate efficiently, and
data can be passed between tasks effi-
ciently. Multitasking provides the capability
to logically divide a process into indepen-
dent entities. This subdivision of processes

allows ARTS to provide the rapid asyn-
chronous service required by device
interrupt routines, time-out routines, and
alarm routines which demand quick
response. Multitasking provides a struc-
tured control of event-driven processes.

Each task has its own Task Control Block,
which is a block of data maintained by the
operating system with a memory image of
the CPU registers and other context data
for each task. Since each task has its own
program counter, several tasks can ap-
pear to run simultaneously, either through
a section of reentrant code (i.e., code that
is not modified during execution), or
through their own unique code paths.
What in fact occurs is that the system
schedules tasks and allows them to run al-
ternately on the basis of their states and
priorities.

A given task may be ready for execution,
or suspended and awaiting the occurrence
of an event to make it ready, or it may ac-
tually be in control of the CPU and execut-
ing. At any moment, only one task in one
process may be executing. The system
switches control from task to task depend-
ing on the relation of process and task
priorities.

The system provides an elaborate body of
task management calls to permit the con-
trol of a dynamically varying environment.
Task states can also be madified at will.
and tasks can be queued for periodic exe-
cution based upon elapsed time. Finally, a
mechanism is provided for transmitting
and receiving messages between tasks.

REAL-TIME CONSIDERATIONS

The execution priority associated with op-
erating system code and user code pro-
vides an environment that ensures prompt
real-time response to interrupts and a
guaranteed maximum latency time for task
scheduling. ARTS handles interrupt/de-
vice servicing and scheduling at the high-
est priority level, while system call pro-
cessors execute at user levels. This allows
much of the less critical system code to
execute at the same level as user process-
es, which gives the user more control over
scheduling.

All ARTS system code is written to guaran-
tee absolute limits to the time in which in-
terrupts are disabled. This is in support of
guaranteeing interrupt response time,
scheduling latency time, and orderly shut-
down in the case of a power fail.

When processing a system call, ARTS
runs at the priority of the process or task

that issued the call. This means that the
real-time activation of an event-driven task
cannot be hindered by lower priority tasks
executing complex system calls. The inter-
nal structure of ARTS, coupled with the
guaranteed interrupts-off time, ensures
that the task scheduling latency time is
minimized.

A Real-Time Clock (RTC) is supported by
ARTS and is used for keeping a time-of-
day counter, timing out events, task
queuing, user DELAY calls, and scheduler
time slicing. The Programmable Interrupt
Timer (PIT) is supported as a user device
for additional real-time capability.

SCHEDULING

The ARTS scheduler for processes and

tasks offers the flexibility to tailor the

scheduling algorithm to the particular tar-
get application. At system generation time
the user can select one of three choices:

. Scheduling is based solely on pro-
cess priority (used by AOS).

° Scheduling is based solely on task
priorities.

. Scheduling is based on process
priority exceptin the case where
there are two processes with egual
priority. In this case, the process with
the highest priority ready task
is executed.

All equal-priority processes and tasks are
assured of CPU time to execute by time
slicing the tasks. A task, after given control
of the CPU, can execute until it gives up
control or until a fixed time elapses. The
task is then queued behind the other equal
priority tasks. The time slice interval is es-
tablished at system generation time, giving
the user another dimension of flexibility in
tailoring the scheduler.

INTERPROCESS
COMMUNICATION

ARTS provides a facility for processes to
communicate with one another by the
sending of free format messages of arbi-
trary length up to 2048 bytes. This allows
the capability of sophisticated process
synchronization and intercommunication,
which is very important in certain process
environments.

Interprocess communications are sent be-
tween ports that are full duplex communi-
cation paths. Each portis identified by a
port number, and each process can have
up to 127 ports. ARTS also allows each
port to be given a name for ease of use.
Messages can be sent by using high-level



calls that treat the interprocess communi-
cation like a standard peripheral device.
Alternatively, more efficient communica-
tion can be achieved by using more primi-
tive operating system calls.

MEMORY MANAGEMENT

ARTS provides a flexible and efficient
means for utilizing main memory using the
Memory Allocation and Protection feature
(MAP), the hardware memory-mapping
scheme for the Mil-Spec ECLIPSE com-
puter. The MAP feature allows a user to
reference a maximum of 2M bytes of main
memory organized in fixed pages of 2048
B-bit bytes.

ARTS apportions total main memory dy-
namically between itself and user pro-
cesses. System address space varies with
the amount of user process activity, such
as open channels and active processes,
and with the amount of free (unused)
memory available.

Each process is allocated unshared, dedi-
cated memory space, and shared memory
space. Unshared memory is that memory
space unique to a particular process.
Shared memory may be used in several
ways: by defining a shared area to the
binder, by using explicit shared page man-
agement via system calls, by using shared
overlays, or by using shared routines.

The positive effects of efficient shared
memaory usage are twofold: better re-
source utilization and better system per-
formance. Since memory is a system
resource, its usage by more than one
process lowers the effective memary re-
quired per process. System performance
can be gained when shared routines or
overlays are merely mapped into a pro-
cess address space rather than requiring
a block move or a disk read.

ARTS also maintains a chain that links, in
least recently used order, all formerly

shared memory pages residing in memory.

This is very important in disk based sys-

tems for minimizing disk /O on com-
monly used shared pages or files.

FILE MANAGEMENT

Afile is any collection of related data
treated as a unit. Files are identified by
name during the system generation and
can be specified as memory resident or
device resident. The ARTS file system
permits file references to be independent
of where the file actually resides: in mem-
ory oron a storage device.

ARTS files are allocated as contiguous
areas and must be defined at system gen-
eration time by name, size, and location.
From this data a file directory is generated
foruse by ARTS.

A wide variely of devices is supported by
ARTS, and there are two types of /O that
can be used in device independent file ac-
cesses: record /O and block /0. Record
I/O causes transfers to occur in records of
one of three formats:

Dynamic

Fixed length

Data sensitive

Since different devices have various phys-
ical characteristics, the particular record
I/O that is most appropriate is used. The
type of data being transferred may also af-
fect the selection of record I/0. Block I/O is
most applicable to disk and magnetic tape
I/O when handling physical records. It also
provides the user the capability of buffer-
ing data within the process address space
rather than the system address space.

DEVICE-INDEPENDENT
INPUT/OUTPUT

ARTS provides a flexible system for ac-
cessing files on peripheral devices. To ex-
ecute an /0 transfer to any device, users
simply open the file, read or write file data,

and close the file. Users can read or write
data by blocks or by logical groupings
called records. This method is used to
transfer data to and from all devices.

For all the file /O operations, dynamic,
fixed-length, and data-sensitive logical
records are supported. Users can specify
the logical record type when creating a file
or when performing the input/output.

Block data transfers are supported on disk
units, magnetic tape units, and multipro-
cessor communications adapters. Disk
unit blocks are 512 bytes long: magnetic
tape unit blocks vary in size; multiproces-
sor communications blocks can vary in
length up to 8192 bytes.

HARDWARE DEVICE SUPPORT
ARTS supports and manages a wide
variety of hardware devices that can be
configured to meet the needs of a real-
time application. Some of these devices
are: floppy disks, fixed media moving-
head disks, storage module moving-
head disks, fixed-head disks, line
printers, magnetic tape units, syn-
chronous and asynchronous serial com-
munication devices, and the
multiprocessor communication adapter.

The Writable Control Store (WCS) option
for the MSE 25 operates under ARTS. The
WCS gives users access to the MSE/25
microprogrammed processor. User-de-
fined instructions can execute at very high
speed which is a very typical requirement
for real-time applications. The WCS can be
dynamically loaded with varying user in-
structions to accommodate change in the
real-time environment.

ARTS provides the facilities for the integra-
tion of special user devices into the system
at two levels of support. Depending on the
interrupt response required or the number
of processes requiring access to the spe-
cial device, the device driver can be config-
ured to best suit the situation.

For the fastest interrupt response or for
multiple processes requiring the same
device, the driver can reside in the un-
mapped operating system address space.
This eliminates any remapping require-
ment and minimizes other overhead func-
tions. Also, the driver, when residing
within the operating system provides the
commonality required if independent
users require access to a single device.
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For situations where the interrupt re-
sponse is not critical and the device is
unique to one process, the driver can re-
side in the user address space. In either
case, the process of adding the driver

to the ARTS environment is well docu-
mented for the user's convenience.

SYSTEM UTILITIES

ARTS provides several utilities that sup-
port the user in all phases of development
of the real-time application. The major
utilities are:
SYSTEM
GENERATION

This program executes
under AOS at which time
the user specifies all of
the system parameters in
an interactive mode, Sys-
tem information concern-
ing memory size, de-
vices, files, processes,
and system capabilities
are input. The ARTS disk
file structure is also cre-
ated by this program. An
exiensive editing capabil-
ity which allows the user
to conveniently modify
the system is supported
for system maintenance
requirements.

ARTS provides a stand-
alone program that
loads the ARTS image
from several program
load devices.

The Command
Language for ARTS is
patterned after the
AOS Command Line
Interpreter. The CLA
lets the user perform
file maintenance and
process management
from the console.

LOADERS

CLA

Copyright © ROLM Cerporation,
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DEBUGGER  ARTS supports both a
System Debugger and a
User Debugger. The Sys-
tem Debugger will sup-
port operating system
and User program devel-
opment, while the User
Debugger supports only
User program develop-
ment. The System De-
bugger can be used in
conjunction with the User
Debugger to form a very
powerful program devel-
opmenttool. The System
Debugger takes control
of the system, halting all
processing while in use.
The User Debugger
takes control of only one
User process and runs
concurrently with other
User processes.

APPLICATION DEVELOPMENT

Development of ARTS applications is ac-
complished by using the tools provided by
an AOS software development facility. Pro-
gram source files are generated by using
the AOS Text Editing facility, which offers
many powerful features. The source files
can then be compiled or assembled into
object (.OB) files before binding into pro-
gram (.PR) files. AOS .PR files will run
under ARTS.

ARTS has been engineered to be a com-
patible subset of AOS with an emphasis on
real-time response. Typically, ARTS appli-
cation programs can be developed and
tested on an AOS system.

The ARTS system generation program
and system build program execute under
AOS to create an ARTS memory image.
The memory image can then be loaded
onto the AOS development system or the
target real-time system for application
check out.
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HIGH-ORDER LANGUAGE
SUPPORT

Programs written in a high-level
language are supported by ARTS.
FORTRAN 5, FORTRAN 77, PLII,
CMS-2M, and DGIL system program-
ming languages provide very powerful
development tools for complex applica-
tions. The results of using any of these
languages include ease of imple-
menting, faster development time, and
lower software maintenance costs. As
real-time applications become more
complex these factors become increas-
ingly important.

MINIMUM EQUIPMENT
CONFIGURATION

A Mil-Spec ECLIPSE, 64k bytes of mem-
ory, a memory allocation and protection
unit (MAP) and a 9-track magnetic tape”.
An AOS software development facility run-
ning on a Data General ECLIPSE or a Mil-
Spec ECLIPSE is required for application
software development.

"Any peripheral can be substituted if the AOS
development systern has a compatible counter-
part for program loading.

SOFTWARE SERVICES

Software Subscription Service—The
user is supplied with the latest revision
of software and documentation on an
as-required basis.

Software Trouble Report Service—Pro-
vides the user with service for reporting
software difficulties.

Software Training—Training for ARTS is
provided by ROLM's Mil-Spec Computer
Training Department.

The materials contained herein are S
summary in nature, subject to change,

and intended for general information only.

Details and specifications concerning the

use and operation of ROLM equipment

and software are available in the appli-

cable technical manuals.



